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A color image segmentation approach for content-based image retrieval
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Abstract

This paper describes a new color image segmentation method based on low-level features including color, texture and spatial information.
The mean-shift algorithm with color and spatial information in color image segmentation is in general successful, however, in some cases,
the color and spatial information are not sufficient for superior segmentation. The proposed method addresses this problem and employs
texture descriptors as an additional feature. The method uses wavelet frames that provide translation invariant texture analysis. The method
integrates additional texture feature to the color and spatial space of standard mean-shift segmentation algorithm. The new algorithm with
high dimensional extended feature space provides better results than standard mean-shift segmentation algorithm as shown in experimental
results.
� 2006 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Image segmentation is an important step for many image
processing and computer vision algorithms. The interest is
motivated by applications over a wide spectrum of topics.
For example, analyzing different regions of an aerial photo
is useful for understanding plant/land distribution. Extract-
ing an object of interest from background of an image
is important for building intelligent machines for factory
automation systems. Segmenting and counting blood cells
from cell images can help hematologists to improve diagno-
sis of diseases. Scene segmentation is also helpful to retrieve
images from large image databases for content-based image
retrieval systems [1,2]. Most of the methods require using
image features that characterize the regions to be segmented.
Particularly, texture and color have been independently
and extensively used in the area. Similar image segmenta-
tion algorithms have been developed in Refs. [3–5], where
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texture is used as a main descriptor and wavelet frames are
employed for feature extraction. However, it is also men-
tioned that using only texture descriptor cannot be sufficient
for successful texture segmentation. In Ref. [6], color and
spatial information are used in a nonparametric probabilis-
tic framework where the mean-shift algorithm is employed
for feature space analysis. The methods combining multiple
image features in a probabilistic framework remain limited
and active. Some of the work that employs different image
features can be found in Refs. [7–10] where color and tex-
ture features are used together for segmentation. For texture
segmentation, Bayes network-based algorithms provide bet-
ter results comparing to other algorithms especially in case
of having unknown texture types [11]. Other similar texture
segmentation algorithms that employ multiple features can
be found in Refs. [12–15]. All of the algorithms developed
in these works consider relatively low-dimensional feature
spaces which are computationally inexpensive, however, rel-
atively less robust.

This paper considers the segmentation problem of image
regions based on color, texture and spatial information in
a nonparametric framework. The proposed method uses
discrete wavelet frames (DWF) [3] to characterize textured
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regions in images. DWF decomposition of a textured region
provides a translation invariant texture description which re-
sults in better estimation and more detailed texture charac-
terization at region boundaries. The color and spatial feature
space of the mean-shift algorithm [6] is then extended us-
ing these texture characteristics to create higher dimensional
feature space which results in improved segmentation.

The rest of the paper is organized as follows. In Sec-
tion 2, the brief description of texture characterization using
wavelet frames are presented. Subsequently in Section 3,
building the higher dimensional feature space using spatial,
color and texture information and the mean-shift filtering
based on this feature space is described. The experimental
results are given in Section 4. Finally Section 5 concludes
the paper.

2. Wavelet frames for texture characterization

In this paper, the DWF decomposition, a variation of the
discrete wavelet transform, is used for texture characteriza-
tion. A filter bank is employed for decomposing the image
into orthogonal components which simplify the classifica-
tion problem. Unlike other decompositions, DWF is com-
putationally inexpensive for the evaluation of low-frequency
components. Dissimilar to other wavelet-based approaches,
the output of the filter banks is not sub-sampled in DWF de-
composition between levels. This provides translation invari-
ant texture description of input signal. This property yields
a better estimation of texture statistics and more detailed
characterization at region boundaries. DWF decomposition
can be calculated by successive 1-D processing along the
rows and columns of the image using initial low-pass (hi)

and high-pass (gi) filters which are expanded in every iter-
ation i. The expansion can be achieved iteratively in the z

and signal domains as follows [3]:

Hi+1(z) = H(z2i

)Hi(z), hi+1(k) = [h]↑2i ∗ hi(k),

Gi+1(z) = G(z2i

)Hi(z), gi+1(k) = [g]↑2i ∗ hi(k), (1)

where the notation [.]↑m indicates the up-sampling by a fac-
tor of m. These expanded filters can be used to decompose a
signal in sub-bands approximately one octave each. In order
to construct orthogonal wavelet decomposition, the follow-
ing discrete normalized wavelet basis functions can be used:

�i,t (k) = 2i/2hi(k − 2i t),

�i,t (k) = 2i/2gi(k − 2i t), (2)

where i and t are the scale and translation indices, respec-
tively. A fast and iterative implementation of the decompo-
sition can be achieved as follows:

si+1(k) = [h]↑2i ∗ si(k),

di+1(k) = [g]↑2i ∗ si(k), (3)

where si and di are the signal expansion coefficients and
wavelet coefficients, respectively. A block diagram of iter-
ative DWF decomposition of a 1-D signal is presented in
Fig. 1(a). A block diagram of one-level DWF decomposi-
tion of 2-D image is also shown in Fig. 1(b) where L and
H correspond to low-pass and high-pass filters, respectively.
Rows and columns of the image are processed separately us-
ing filters. The output of the filter bank is organized into the
N-component vector where N is the number of sub-bands
(N = 4 in Fig. 1(b) for one-level decomposition). Each vec-
tor contains coefficients which represent approximate, hori-
zontal, vertical and diagonal characteristics of input image.

A texture is characterized by a set of median values of
energy estimated in a local window at the output of the cor-
responding filter bank. The energy in a local window can be
calculated using coefficients of DWF decompositions (LL,
LH, HL, and HH) where the energy is defined as the square
of the coefficients. The advantage of using median filter
is that it preserves the energy associated with texture be-
tween regions. The sub-bands at the output of filter bank in
Fig. 1(b) correspond to approximate, horizontal, vertical and
diagonal components of the input image signal [7]. Due to
the fact that most of the texture information are contained in
LH and HL sub-bands, we used only these decomposition
coefficients to obtain texture features. A pixel in textured
region can be classified into one of four texture categories
based on texture orientation. These are smooth (not enough
energy in any orientation), vertical (dominant energy in ver-
tical direction), horizontal (dominant energy in horizontal
direction), and complex (no dominant orientation). Texture
feature extraction consists of two steps. First, the energy
of LH and HL sub-bands are classified into two categories
(0 and 1) using K-means clustering algorithm. Second,
a further classification is made using combination of two
categories in each sub-band LH and HL. A pixel is clas-
sified as smooth if its category is 0 in both LH and HL
sub-bands. A pixel is classified vertical if its category is 0 in
LH, and 1 in HL sub-bands. Similarly, a pixel is classified
horizontal if its category is 1 in LH, and 0 in HL sub-bands.
Finally, a pixel is classified as complex if its category is 1
in both LH and HL sub-bands. An input image with dif-
ferent texture regions as well as the classification results is
illustrated in Fig. 2. In Fig. 2(a), four regions with different
Brodatz textures are shown. In Fig. 2(b), the regions are
classified based on their energy and orientation. The leftmost
region in the original image is classified as horizontal, the
rightmost region is classified as vertical, and the middle top
region is classified as smooth, finally the middle bottom
region is classified as complex based on their texture char-
acteristics. The spatial accuracy in region boundaries de-
pends on the texture window size. The window size should
be large enough to capture texture characteristics. On the
other hand, excessively large window size can cause bor-
der effects. The goal is to characterize image pixels using
these texture features and use them to extent the mean-shift
feature space to obtain better segmentation. The details of
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Fig. 1. Illustration of discrete wavelet frame decomposition: (a) iterative implementation for 1-D signal; (b) one-level decomposition of 2-D image using
low-pass (L) and high-pass (H) filters. The input image is decomposed into four sub-bands.

Fig. 2. Illustration of classifying different textured regions: (a) a textured image containing vertical, horizontal, smooth and complex textures created
using Brodatz textures; (b) classification result using wavelet frame decomposition with median energy in a local window.

extending mean shift feature space is given in the following
section.

3. Mean-shift filtering in higher dimensional space and
segmentation

Given n data points xi , i = 1, . . . , n in the d-dimensional
space Rd , the kernel density estimation at the location x can
be calculated by

f̂K(x) = 1

n

n∑
i=1

1

hd
i

k

(∥∥∥∥x − xi

hi

∥∥∥∥
2
)

, (4)

with the bandwidth parameter hi > 0. The kernel K is a
spherically symmetric kernel with bounded support satisfy-
ing [16]

K(x) = ck,dk(‖x‖2) > 0, ‖x‖�1, (5)

where the normalization constant ck,d assures that K(x)

integrates to one. The function k(x) is called the profile of
the kernel. Assuming derivative of the kernel profile k(x)

exists, using g(x)=−k′(x) as the profile, the kernel G(x) is
defined as G(x) = cg,dg(‖x‖2). The following property can

be proven by taking the gradient of Eq. (4) as
follows:

mG(x) = C
∇̂fK(x)

f̂G(x)
, (6)

where C is a positive constant and, it shows that, at loca-
tion x, the mean-shift vector computed with kernel G is
proportional to the normalized density gradient estimate ob-
tained with kernel K. The mean-shift vector is defined as
follows:

mG(x) =

∑n
i=1

1

hd+2
i

xig

(∥∥∥∥x − xi

hi

∥∥∥∥
2
)

∑n
i=1

1

hd+2
i

g

(∥∥∥∥x − xi

hi

∥∥∥∥
2
) − x. (7)

The mean-shift vector thus points toward the direction of
maximum increase in the density. The mean-shift procedure
is obtained by successive computation of the mean-shift vec-
tor and translation of the kernel G(x) by the mean-shift vec-
tor. At the end of the procedure, it is guaranteed to converge
at a nearby point where the estimate has zero gradient [17].
In other words, it is a hill climbing technique to the near-
est stationary point of the density. The iterative equation is
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Fig. 3. Overview of the proposed approach.

given by

yj+1 =

∑n
i=1

xi

hd+2
i

g

(∥∥∥∥yj − xi

hi

∥∥∥∥
2
)

∑n
i=1

1
hd+2

i

g

(∥∥∥∥yj − xi

hi

∥∥∥∥
2
) , j = 1, 2, . . . . (8)

The initial position of the kernel (starting point to calculate
y1) can be chosen as one of the data points xi . Usually, the
modes (local maxima) of the density are the convergence
points of the iterative procedure.

The mean-shift image segmentation algorithm [6] consid-
ers a joint domain representation that includes spatial and
range (color) domains. An image is represented as a two-
dimensional lattice where the space of the lattice is known
as spatial domain, and the gray-level or color information is
represented in the range domain. Every pixel in the image
can be considered as a p-dimensional vectors where p = 1
in gray-level case and p = 3 for color images. The dimen-
sion of joint domain representation becomes d =p + 2. Us-
ing this representation, the mean-shift filtering is performed
to smooth the image and to preserve the region boundaries
based on color and spatial information. However, in cases
where colors in region boundaries are similar, this repre-
sentation will not be sufficient and additional features are
needed for more robust segmentation. In this paper, we ad-
dressed this problem and thus we extended the mean-shift
feature space by integrating texture descriptors to improve
segmentation. The details of obtaining texture descriptors
are explained in the previous section. The block diagram
of proposed method is shown in Fig. 3. The steps can be
explained as follows:

1. Use wavelet transformation to decompose the image into
sub-bands (LL, LH, HL, and HH). The DWF decompo-
sitions are the same as these sub-bands except that there
is no sub-sampling. Most of the texture information are
in the LH and HL sub-bands.

2. Calculate the median energy using coefficients of LH
and HL sub-bands in a local window. The size of the
window should be large enough to capture the local tex-
ture characteristics. The energy is defined as the square
of the coefficients, and used for texture characterization.

3. Use K-means clustering algorithm to classify the energy
values in two classes for each sub-band. There will be
four texture classes based on energy: smooth (not enough
energy in any orientation), vertical (dominant energy
in vertical orientation), horizontal (dominant energy in
horizontal orientation), and complex (no dominant
orientation).

4. Generate the feature vector such that every pixel in the
image has p-dimensional feature vector which includes
spatial (x, y), color (gray-level or L ∗ u ∗ v values)
and texture (smooth, vertical, horizontal or complex)
information.

5. Filter the image using mean-shift algorithm in higher
dimensional feature space which includes spatial, color
and texture information. The filtering operation can be
controlled by setting the spatial window radius (hs)

and color range (hr). The filter output (convergence
point in mean shift algorithm) is determined by color
as well as texture information unlike in standard mean-
shift filtering. This provides better discrimination be-
tween regions where colors are similar but texture is
different.

6. The output image can be segmented using K-means clus-
tering algorithm.

The results will be given in the following section.

4. Results

The objective of the proposed algorithm is to achieve
robust and accurate segmentation in images. The standard
mean-shift filtering algorithm with color and spatial infor-
mation are not sufficient for superior segmentation in cases
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Fig. 4. The comparison of filtering results: (a) original image; (b) mean shift filtering result. Note that the region transitions are blurred; (c) texture
supported filtering result. Note that the region boundaries are well-separated.

Fig. 5. Three-dimensional visualization of results. First row: original images with two different windows that the both standard mean shift and proposed
filtering are applied. Second and third row: the proposed method provides well-separated regions which result in better segmentation.

where only color feature does not provide essential dis-
criminative information. The proposed method addresses
this problem and employs texture descriptors as an addi-

tional feature in a higher-dimensional feature space using
mean-shift framework. The method uses wavelet frames that
provide translation invariant texture analysis. This property
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Fig. 6. Image segmentation results using proposed approach. Left images: original images. Middle images: filtered images. Right images: edges are
superimposed on original images.

yields a better estimation of texture statistics and more de-
tailed characterization at region boundaries. The method in-
tegrates additional texture feature to the color and spatial
space of standard mean-shift filtering algorithm. The new
algorithm with high dimensional extended feature space pro-
vides better results than standard algorithm as shown in ex-
perimental results. To demonstrate the performance of the
algorithm, we experimented with a number of natural im-
ages. To illustrate the accuracy of the proposed algorithm, an
image with trees, grass, river and a house is used as shown in

Fig. 4(a). The standard (color-based) mean-shift filtering re-
sult is shown in Fig. 4(b) as a comparison. The filtering result
using proposed algorithm is also shown in Fig. 4(c). It can
be easily seen in Fig. 4(b) that the region transitions between
trees and grass are smoothed and blurred which negatively
affect robust segmentation of regions. More improved and
separated regions can be obtained using proposed algorithm
as shown in Fig. 4(c). The accuracy of the filtering output
can be adjusted by changing the size of the texture window,
color range and spatial window. For better visualization of
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Fig. 6. (continued).

the results, a three-dimensional graphical demonstration is
also shown in Fig. 5. The first row shows the original im-
ages marked with two different region of interest. The data
in these windows are represented with (x, y) image coordi-
nates and gray-level values in three-dimension as shown in
second and third rows of Fig. 5. The integration of texture
information to the mean-shift feature space provided more
improved results particularly between regions due to the fact
that the proposed approach contributes better estimation and
more detailed texture characterization at region boundaries.
More results are shown in Fig. 6. The original images are
shown on the left, filtered images are shown in the middle
and the segmented images are shown on the right columns.
The regions smaller then a threshold were removed for bet-
ter visualization.

4.1. Quantitative analysis of results

In order to provide quantitative support and evaluate
the performance of the proposed algorithm, the number
of misclassified pixels in a region of interest is used. A
misclassified pixel in a region can be defined as a pixel
which does not belong to region of interest. The number
of such pixels provides a performance measure for the al-
gorithm. The segmentation/classification process depends
on both the quality of the filtered image and the segmenta-

Table 1
Comparison of number of misclassified pixels using mean shift and pro-
posed algorithms

Image Number of misclassified pixels Error (%)

Mean shift Proposed Mean shift Proposed
algorithm algorithm

Fig. 2(a) 3988 2891 13.00 9.60
Fig. 6(a) 542 340 9.40 5.90
Fig. 6(b) 250 123 9.16 4.50
Fig. 6(c) 360 270 17.02 12.70
Fig. 6(d) 55 50 0.85 0.77
Fig. 6(e) 5548 1360 33.40 8.20
Fig. 6(g) 155 155 3.67 3.67
Fig. 6(h) 592 30 7.50 0.68

tion/classification algorithm itself. In this paper, the goal is
to improve the filtered image such that better segmentation
results can be obtained using well-known classification al-
gorithms. On the other hand, instead of using well-known
data classification methods, it is also possible to develop a
specific segmentation algorithm for this purpose. Table 1
shows the quantitative comparison of results between mean
shift and proposed algorithm in terms of number of mis-
classified pixels. The error is calculated using the following
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equation:

Error = Number of misclassified pixels

Total number of pixels in region
. (9)

The quantitative results indicate that the inclusion of tex-
ture feature to the mean-shift filtering algorithm reduces the
number of misclassified pixels and thus helps to improve the
segmentation process.

5. Conclusions

In this paper, we presented a new approach for image
segmentation based on low-level features including color,
texture and spatial information. The proposed approach is
based on extending the feature space for filtering in mean-
shift algorithm. The proposed method uses discrete wavelet
frames (DWF) to characterize textured regions into pre-
defined texture classes based on texture energy in differ-
ent orientations. DWF decomposition of a textured region
provides a translation invariant texture description which re-
sults in better estimation and more detailed texture charac-
terization at region boundaries. This texture description is
then fused into the mean-shift filtering framework to create
higher dimensional feature space. The performance of the
proposed approach has been demonstrated using natural im-
ages where color and texture information are available. The
filtering with extended feature space provides satisfactory
results particularly between regions. This results in more ac-
curate segmentation process. The algorithm has also been
compared to the standard mean-shift filtering. The results
indicate that the proposed approach is more robust and ac-
curate than standard mean-shift filtering.
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